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ABSTRACT

Linear Discriminant Analysis (LDA) is a well-known method for dimensionality reduction and classification. LDA in the

binary-class case has been shown to be equivalent to linear regression with the class label as the output. This implies that

LDA for binary class classification can be formulated as a least square problem. However many real-world applications

involves multi-class classification, where a least square formulation for LDA is desirable. Previous studies have shown

certain relationship between multivariate linear regression and LDA. Many of these studies show that multivariate linear

regression with a specific class indicator matrix as the output can be applied as a pre-processing step for LDA. However,

directly casting LDA as a least squares problems remains open for the multi-class case.

In this paper used Fisher Linear Discriminant in an original space and finding the coefficients, compare these

coefficients with the coefficients of least square method, to show that these methods are equivalent in directions, this

equivalent happen when the statistics of Rayleigh Coefficient is maximized.

By using the Iris dataset was introduced by R. A. Fisher as an example for discriminant analysis, that the data

report four characteristics (sepal width, sepal length, pedal width and pedal length) of three species of Iris flower with the

class label as output. We took just two species to explain the equivalent between LDA and LS.
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